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BEREASE

> FITIESRE (~2010s)
> BEERET I RIMR RS, EEHIFRTINERER R ITER
»>N-gram 23!
> HEMEIESER (2010s ~ 2017)

>SIANT TR, BIAEENEEFRFTRIAMETZ
>1aH#R A (Word Embeddings) - IS8 “BlFm” 5&FA
>ETANRMAEMERESRE (FFNN-LM)
>ETRIAHEMEHIESIEE (RNN-LM)
> E|FFFER (Seq2Seq) - IBSHEAEM “NEASTE”

> il &1E m*iﬁ:(2018 5/\)

>Tilg + /O RESRESE TIRERIE L H#HITIIIIEG, AEBESERN TFES EHITHOA

> E FTransformergJiE S {58!

> KIHETIIZAEEY (Large-scale Pre-trained Models)
> B #mIZHEE (Auto-Encoding Models), {X%: BERT
> B [EJ31E R (Auto-Regressive Models), {XFz: GPT (Generative Pre-trained Transformer) 7%l
> YmiL 28 -2 1L 8845 RY (Encoder-Decoder Models), X%: T5, BART
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HLRESHE (Language Model, LM) ?

PESRER—TMABRES FI (AF. B%ESE) SEHRNEH
SEE—NE m MIERBFT W = (W, wy, ..., wy) , BEEHENESHRETEXNFIIE
H—INEEBIBEERE: P(W) = P(wy,wy, ..., Wy,)
PBERRT XMFIEREESTES "BRA"SE " SE"
>FMESRESBTEIEE. BRI A FI TSR
»P ("SXXREEAFHE") »P ("FHREHSXKE")
>TMERERNXHELT, T—THRAUBRLEIMNIART 4. RB\BEXEN, BRATUSEA
»P(W) =P(wy) - P(wy [ wy) - P(ws | wy,w,) - ...

PSSR RMES BB R E T — MAR SRR

PP(We | Wy, oo, Wi_q) o



EEE B A

>MINEEFESHAEE, B ERER— M EBERNERALESHITERE
>IBHR
>HMEXARE: Flti—PMaFRERIN. §Fi2E (BEiEETR)
PRAEXATEN : FRiIF, aFHESEHIEREBHIEHRES XNEFEE (AIERAHBEEIRTS) X
EBERTH{EB MtZL BE
> 5 AR
TN T—MA: XEREANINGE, LEMEEMRESHEMD
PEEVAR: fE—EFL, BEETL, FRERMNEESXE
>EHER: IRIBLENES. LIS MANXAR, £RENEEXYA (WEFE. BE0R,. SHE)
>PREIRAEZA (A1ChatGPT) AY#%iEE

FIZEXBER T AT 2ESREZERESAIE (NLP) SUB/LFEREESHEAR



E 453 (Foundation Model)

PIRSRERSENANE LTIZ%, REXTHFNAEBAIMRFNHEIERE S, FHiEe
BiIIEAEEEOSALXRE USRI ZESHEMRE

>EMER: BAEM, TBREME,. BR ETXEIRERATETIFHES

> EILEE ST (Emergent Abilities): HIREHIE (BHE. BUE=2) KB—EEER, & “BN”

EMER ERERIWEZEES, MHITHFHEE, RERB. BEERIESS

> F I MU EFEIDBSRIEENN, ENBEPRENZ I AEXTISHFMES, #

I A

>BRESED: EAFIES LA PBEIHERN A RIREIE 20T EFE ST
PIXEXERET R A BGPT-AX#H#MIKIE S RE B A E ML E KRS, Tixid
H TR ENLPRYTE RS



W tRE: EXE (Perplexity)

>—NFRNIESRE, MIZMESH. BRI M AREF SR
>TEMRE W = (wq, ...,wy) £, EIZRE (Perplexity, PPL) E X A &1 LA F 5 2=

EE 1

P(wy,...,wy)
>»H N 2SR 2R
> ZFME (ERZKE)

N
1
PPL(W) = exp _NZ log P(w;|wy, ..., w;_1) | = exp(Cross—Entropy)
i=1

> fREE
> E R E T AR B IR AR A “EEETN T —Mar, EHELZONFAEeMRRE”
> M 47

>UNRPPL=100, EMRERBAFSNMIE L, HAHEMEFNTMA100MAFESBEHIEZE—



Q"Eﬂ-ln = =8




>z B DIRAIREE. —MapyEI RETERE n-1 i
>R BEAERBVERERSL AL (n-grams) AISHRRITHEFHHER

»N-gramEE—1SLHB# ZHAMESRASERN, S TNLPIEH+F. ER

[RE AR RB MR
>EAERERRME. TRLERIIRE TEXZILET
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HEMEIRSIRE

>1a#R N\ (Word Embeddings) - IS &8I “Bl~=@m” 5EA
> B TR EMERIE S RE! (FFNN-LM)

> EHTEAMENEIIES RE (RNN-LM)

> FHIEIFFIHER (Seq2Seq) - IBSHEER “NASIRE”
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@8k (Word Embeddings)

>1Al#R A (Word Embeddings) - iES &8I “Bl=-m” S5EA
»Z0BIE —MANEXAE ERIORE . FiRRSTEIRE . FEMEESTE, F151E5XHE0
KR E =S [B) P B S AR IR
> X F: Word2Vec, GloVe, FastText

>Word2Vec K E A Z— 1M EE#MESEE (ENERFEFIARE, MARITEAFHR)

BEERRAINRMEMEESHEENEL. ERRTN-gramiiBXCZ KRR, BHBRESF
SINLPEH RV $ARE
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ETRIRME NGRS IRE

> ETANRMEMERIESEE (FFNN-LM)
B FR—MEEEOXKND (FEMEIN-gramiin) BETCAEE, BHEEHMAE—/ElE
ML (FFNN) i, EFUT—/M3
> {3 Bengio (2003) BYFF 814 T 4%

> BRI AFIHENEEEATIESER, ENNLMBIEHE. BEMNZRTEEEQ, T
SRR K HAAK
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ET B MEMERIES HEE (RNN-LM)

> BT RAHEMEIIES EE (RNN-LM)
> 120 B SINBIMEN, A—IMaiSEHREEIRZS (Hidden State) REZAFFZIREEK
ERHREER.
>fX%: RNN, LSTM, GRU

>EIEENX R T KERFEI. LSTMFAMGRUBIESIAIIENE], #HRAMLZE#E T RNNAYES
EHK/NBYERI, mAZETAIRR SR AR ERRE.
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F5E| =R (Seq2Seq)

> FHRIFFIER! (Seq2Seq) - IBSHREMW “MASHR”
> B R—MNRIEEE (Encoder) RNNFI—/Mi#RdsE (Decoder) RNNAMK. 4rRLaiGsx
NANFHEGFER—D LT XEE (Context Vector) , fREGSENIE T X/NEIES% ML FS.
FENNE (Attention) BYSIA RIFRERSSSEE T MAR, SO TFMAFTIBAEERS,
ok N e 0N
> X3k Seq2Seq

>Seq2Seq A B E2— 1N EHIESERE (ELEMAFINEET, £MEFYD . BFES

BRERNRAMNBRGER N ARER/MRITE, TRE TUSEENE. ERE. XABHEFE Z
%, BELZTransformert&BIgEE B8 KIE,
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TIZRIE S R E

> E T TransformergJiE S 158!
>ER B FENIGERERFIIRNKS LR BEAHITHE, BUsRKESKH
»{X 5=z Transformer, BRI BAREIESIREE (LLM) BIZRFE AT
> RART 2= B
> B #migHERY (Auto-Encoding Models)
> B HIIE SRR SHITIIE, EBRERI LT (NE) , MERESERES (WHE, =
HFIRED HAEH. EASEE—NRANFHERIDES
>{X3k: BERT
> B [EY31REBY (Auto-Regressive Models)
>ERBEMNEEIANERAR, —RFN—ME. EE5ERBSERES (WEE, 3HE)
>{X 3&: GPT (Generative Pre-trained Transformer) &%, BEIH “BSRE”
> YRiD 25-fR S 2242 A (Encoder-Decoder Models)
> EABERTHMGPTSAY, BT Transformer EncoderfiDecoder. &&FEYiERES (AnEHF)

>{X3: T5, BART
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